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Statistics:


Chi-square Tests

URL:  http://mathbench.umd.edu/modules/prob-stat_chisquare_intro/page01.htm
Note: All printer-friendly versions of the modules use an amazing new interactive technique called “cover up the answers”.  You know what to do…
Do those shoes fit?

In this module, we are going to discuss and explore a statistical test used for “goodness of fit”. What does this mean? You know whether your shoes fit your feet based on whether they cause pain, right? 

In sort of the same way, you can decide whether your data fits your expectations using a “goodness of fit” test. And believe me, if your data doesn't fit, it can cause a lot of pain… 

Note: having a calculator on hand will make things go faster. You can also use a spreadsheet, or calculator software on your computer, or google (to use google, type the numbers into the search bar, followed by an equal sign, and hit search).

Dilbert’s 3 day work week

I want to start with some data and a model from outside of biology. The "data" (such as it is) comes from a Dilbert cartoon, and the competing hypotheses about the data come from Dilbert (the hard-working and long-suffering engineer) and his boss (the Evil Pointy-Haired Boss). We will work through a statistical test to show that Dilbert is right and the boss is wrong -- of course! 

In this cartoon, Dilbert's evil pointy-haired boss decides he's found a new way that employees are cheating him: they are taking fake "sick days" on Mondays and Fridays in order to get longer weekends. 

Before we get into statistics, take a moment to think about the situation: What proportion of sick days 'should' fall on Monday or Friday (assuming there are no patterns to when people get sick, and no one is abusing their sick days?) 

	What proportion of sick days 'should' fall on Monday or Friday (assuming there are no patterns to when people get sick, and no one is abusing their sickdays?)

· What proportion of workdays are a Monday or a Friday?

· If people get sick randomly, then they are equally likely to get sick on any day of the week. 

Answer: If people get sick randomly, then they are equally likely to get sick on any day of the week. Since 2/5 of workdays are either Monday or Friday, that makes 40%.


The day is saved ... or not

Apparently we have saved the day ... 40% of sick days SHOULD fall on Monday or Friday, which means that employees are not abusing the system. 

But wait. What if next year, Evil Pointy-Haired Boss (EPHB) finds that 42% sick days fell on Monday or Friday??? Proof positive, in his view, that employees are out to get him. 

Let's be Dilbert for a minute. How could we confirm or disprove Evil Pointy-Haired Boss (EPHB's) claim? Clearly 42% is more than 40% -- but how much is too much? Do the extra 2% just represent the natural "slop" around 40%? 

Or, what if next year 90% of sickdays fell on Monday or Friday? Would that make you think that Dilbert was wrong, and sick-days were not random? What about 50% of sickdays on M/F? 

When you do statistics, you are doing two things: first, putting numbers on common sense, and secondly, using a method that allows you to decide on the gray areas. So, what we expect out of statistics is the following:

· if 40.1% of sickdays are M/F: statistics tells me this fits the random sickday model

· if 50% of sickdays are M/F: statistics allows me to make a decision about this "gray" area

· if 90% of sickdays are M/F: statistics tells me this does not fit the random sickday model

What you observe vs. what you expect

Let's start with the 42% M/F sickdays. For simplicity, we'll assume this means 42 out of 100 (rather than 84 out of 200 or 420 out of 1000, etc). That's the data that was observed. Using the laws of probability, we also know that (approximately) 40 out of 100 sickdays should fall on M/F. That's the expected value. 

What we want to do is test how far apart the "observed" and "expected" answers are, right? So a logical first step is to subtract one from the other -- that tells us how different they are. We'll do this both for M/F sickdays and for midweek sickdays: 

	
	observed (o)
	expected (e)
	difference (o-e)

	Mon/Fri
	42 
	40
	 

	Midweek
	58 
	60
	 


Then we want to know how important this difference is. Is it big compared to what we expected, or small? To compare the size of two numbers, you need to find a ratio -- in other words, use division. You need to find out how big the difference is compared to the number you expected to get. So, divide the difference (between the observed and expected) by the expected value:

	
	observed (o)
	Expected (e)
	Difference (o-e)
	Difference compared to expected (o-e)/e

	Mon/Fri
	42 
	40
	+2
	 

	Midweek
	58 
	60
	-2
	 


The last column in the table shows the magnitude of deviations. If we ignore the negative signs and add them up, we have a way of measuring the TOTAL deviation for all the data, in this case 0.03 + 0.05 = 0.08. A big deviation would mean that we probably have the wrong explanation, whereas a small total deviation would probably mean we're on the right track. Since we're trying to show that sick days are RANDOM, big deviations are bad for our case, while small deviations are good for our case.
One small correction

The method I showed you on the last page was not quite right. For reasons that are difficult to explain without a degree in statistics, you need to SQUARE the deviation before dividing by the expected value. So we have the following sequence: 
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Determine what you “expected” to see.
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Find out the difference between the observed and expected values (subtract) 
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Square those differences 
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Find out how big those squared differences are compared to what you expected (divide)
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Add it all up.
	





	If the final chi-square is a big number, would this make you think that the data fit the model, or don't fit the model? 

· A big chi-square probably means that the individual 
numbers you added were also big...

· The individual numbers you added were deviations from 
the model predictions.

Answer: Since the individual numbers you added were deviations from the model predictions, a big chi-square means the data deviate a lot. In other words, the model is a bad fit.


Give it a try 

Once again, recall that there were 42 mon/fri sick days out of 100.

	
	observed (o) 
	expected (e) 
	(o-e)
	(o-e)2
	(o-e)2/e

	Mon/ Fri
	42
	40
	2
	4
	0.1

	Midweek
	58
	60
	-2
	4
	0.067

	Total
	100
	100
	 
	 
	0.167


So now you have calculated a number which is the chi-square statistic for this test, also called the "chi-square-calc”, is 0.167. But what do you DO with it? You know that a big chi-square-calc is bad (because it means that the data deviate a lot from the model) and a small chi-square-calc is good (because it means the data doesn't deviate). But how big is big, or how small is small? 

Before we answer that question, we need to take a brief detour to discuss degrees of freedom. After that, we can finally answer the question, are Dilbert's colleagues really out fishing on their long weekends?

Detour Stop 1: What's a p-value? 

If your shoes don't fit a little, they might cause a little pain, but not enough to pay attention to. But somewhere there's a threshold. If the shoe is too small, you go out and buy new ones. 

Something similar happens with statistical tests such as the chi-square. If your calculated statistic value (i.e., the chi-square-calc) is a "little bit" big, that's not enough to contradict your hypothesis. But if its a LOT too big, then it does matter -- it is "significant". 

I know this is still rather vague, so hang on. Statisticians measure how significant the calculated value is using what they call a "p-value" (p stands for "probability", not "pain"). A big p-value means that the calculated value could "probably" have happened by chance process -- like a little random slop. A small p-value means there's only a small probability that the calculated value arose from a little random slop. A p-value of 0.05 means essentially only 5% similar calculated values come from "sloppy" data, and the rest are "significant". In fact, this is the famous p=0.05 threshold that most scientists use (well, not famous like American Idol, but trust me, famous among statisticians and scientists).

Detour stop #2: what's a Lookup Table?

So, so far we have a chi-square-calc, which has a p-value associated with it. This would be fine and dandy IF we actually knew what that p-value was. But we don't. And in fact, finding out the p-value for any given chi-square-calc would involve a complicated mathematical formula. Believe it or not, biologists are not actually big on complicated mathematical formulas (or formuli either). So instead we have a lookup table. Or as I like to say, a Magic Lookup Table, because for our purposes, it might as well have appeared magically. 

What the lookup table tells you is, for your specific dataset, what the chi-square calc is that would correspond with p=0.05. This special number is called the "chi-square-crit", as in the critical value or threshold value of the chi-square-calc. 

And how do you know that this chi-square-crit is the one and only chi-square-crit that fits your exact dataset? It turns out that you only need to know one thing about your dataset, which is how many rows are in the chi-square table. If your chi-square table has 2 rows (like ours), then you look up the chi-square crit under df = 1 (cuz 2-1 = 1). 
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Detour stop #3: what's a "df"?

On the last page, I said you should look up the chi-square-crit under "number of rows minus one". Why? 

When I told you that 42 out of 100 sick days were on Mondays or Fridays, you automatically knew that 58 had to be in the middle of the week, right? I was "free" to specify how many were on Monday/Friday, but then I was NOT "free" to decide how many were on non-Monday/Friday. So we say that, in this problem, there is only 1 degree of freedom. 

	Say you flip a coin 100 times. If we want to do a chi-square test to determine whether a coin is fair (lands equally on heads and tails), how many degrees of freedom would the test have?

· If I tell you the number of heads, do you also know the number of tails?

· How many variables are "free" to vary?

Answer: There are two variables here -- number of heads and number of tails. But only 1 is free to vary -- once I tell you how many heads there were, you know how many tails there were, or vice versa.


It is possible to do chi-square tests using more than 2 variables. For example, let's say I got data on how many sickdays fell on EACH of the five weekdays: 

	day
	observed
	expected

	Mon
	22
	20

	Tues
	19
	20

	Wed
	19
	20

	Thurs
	20
	20

	Fri
	20
	20


We could do a chi-square test to check whether the distribution of sick days matched our expectations for ALL FIVE weekdays 

	How many degrees of freedom would this test have?

· There are 5 weekdays -- how many of those am I "free" to specify data for?

· If I knew that there were 20 sickdays each on Monday through Thursday, is Friday still "free" to vary?

Answer: Once I know how many sickdays occurred on 4 of the 5 days, the fifth day is no longer "free" to vary. Therefore there are only 4 degrees of freedom.


Interpreting the chi-square test

Once you know the degrees of freedom (or df), you can use a chi square table like to show you the chi-square-crit corresponding to a p-value of 0.05. That's the whole detour summed up in one sentence. Whew. 

For Dilbert's test, with 1 df, the chi-square-crit is 3.84.
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What does critical value mean? 

Basically, if the chi-square you calculated was bigger than the critical value in the table, then the data did not fit the model, which means you have to reject the null hypothesis. 

	Why do you think the chi-square-crit increases as the degrees of freedom increases?

· If you have, say, 15 degrees of freedom, how many rows are in your table?

· For every row in the table you need to calculate another deviation.

Answer: With a lot of degrees of freedom, you have a lot of rows in your table. Therefore you're adding more numbers together to get your final chi-square. So it makes sense that the critical value also increases.
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On the other hand, if the chi-square you calculated was smaller than the critical value, then the data did fit the model, you fail to reject the null hypothesis, and go out and party.* (*Assuming you don't want to reject the null. Which you usually don't.) 

The answer, finally: 

So, we have a chi-square value that we calculated, called chi-square-calc (0.166) and a chi-square value that we looked up, called chi-square-crit (3.84). Comparing these two values, we find that our chi-square-calc is much smaller than the chi-square-crit (0.166 < 3.84), which means the deviations were small and the model fits the data.

This supports Dilbert's hypothesis that sick days were random.

So employees are probably really sick and not out fishing on those Mondays and Fridays. 
Summary of chi-square: 

Here's a summary of the steps needed to do a chi-square goodness of fit test:

	General Steps
	In the Dilbert example... 

	1. Decide on a null hypothesis -- a "model" that the data should fit 
	Dilbert's null hypothesis was that the sick days were randomly distributed.

	2. Note your "expected" and "observed" values 
	Since 40% of weekdays fall on Monday or Friday, the same should be true of sick days -- or 40 out of 100. The observed value was 42 out of 100. 

	3. Find the chi-square-calc [add up (o-e)2 / e ] 
	We got 0.166 

	4. Look up the chi-square-crit based on your p-value and degrees of freedom.
	With p=0.05 and df=1, chi-square-crit = 3.84. 

	5. Determine whether chi-square-calc < chi-square crit -- if so, we say the model fits the data well. 
	Chi-square-calc < chi-square-crit, so the deviations are small and the data fit the null model of random sick days. 


Play it again, Sam! 
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What if 90% of the sickdays were on M/F? 

	
	observed (o) 
	expected (e) 
	(o-e)
	(o-e)2
	(o-e)2/e

	Mon/ Fri
	
	
	
	
	

	Midweek
	
	
	
	
	

	Total
	100
	100
	 
	 
	


You should have gotten a chi-square-calc of 104.166, compared to the chi-square-crit of 3.84. So, the chi-square-calc is much greater than the chi-square-crit -- so the data does not fit the model and you reject your null hypothesis. In other words, Dilbert's random sickday model does NOT hold up. 

Using the chi-square to illuminate the gray areas: 
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In the last two examples (42% and 90%), it was pretty obvious what the chi-square test would say. In this last case, where 50% of sick days fall on M/F, it's not so obvious. This is a case where the statistical test can help resolve a gray area. Here goes... 

	
	observed (o) 
	expected (e) 
	(o-e)
	(o-e)2
	(o-e)2/e

	 Mon/ Fri
	
	
	
	
	

	Midweek
	
	
	
	
	

	Total
	100
	100
	 
	 
	


You should have gotten a chi-square-calc of 4.166, compared to the chi-square-crit of 3.84. So, its a close call, but the test says that Dilbert's random sickday model probably does NOT hold up. The test can't tell you this for sure, but it still gives you a way to say "(probably) yes" or "(probably) no" when you're in a "gray" area

Chi-square in biology: Testing for a dihybrid ratio 

You may have noticed we haven't talked about using chi-square in biology yet. We're going to do that now.

In biology you can use a chi-square test when you expect to see a certain pattern or ratio of results. For example:

· you expect to see animals using different kinds of habitats equally

· you expect to see a certain ratio of predator to prey

· you expect to see a certain ratio of phenotypes from mating 

We'll focus on the last one. If that's what you're also doing in class, what a coincidence! 

Recall that in a dihybrid cross, you expect a 9:3:3:1 ratio of phenotypes -- if you don't recall this, you can review it in the module called "Counting Mice with Fangs".  
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Mr. and Mrs. Mouse have 80 normal, 33 fanged, 33 fuzzy, and 14 fuzzy fanged babies. Does this data support the double hybrid model of the data?

	
	observed (o) 
	expected (e) 
	(o-e)
	(o-e)2
	(o-e)2/e

	Normal
	
	
	
	
	

	Fanged
	
	
	
	
	

	Fuzzy
	
	
	 
	 
	

	Fuzzy Fanged
	
	
	
	
	

	Total
	160
	160
	
	
	


Answer: df=3; Chi-square-calc= 3.11, which is not bigger than 7.81, so the data fit the model -- the ratio of phenotypes supports the double hybrid model of the data.

Review and Words of Wisdom

	Chi-square steps

	1. Decide on a null hypothesis -- a "model" that the data should fit 

	2. Decide on your p-value (usually 0.05).

	3. Note your "expected" and "observed" values 

	4. Calculate the chi-square [add up (o-e)2 / e ]

	5. Look up the chi-square-crit based on your p-value and degrees of freedom (df=rows-1). Determine whether chi-square-calc < chi-square crit. If so, we say the model fits the data well. 


The hardest steps are 1 (deciding on your null model) and 3 (figuring out what you "expected" to see based on the null model).

Usually your null model is that "chance alone" is responsible for any patterns in the observed data. For example, the 9:3:3:1 ratio for a dihybrid cross is what happens by chance alone, given that you mating 2 dihybrids. 

This step (#1) also encompasses setting up your chi-square table or your simulations. For the chi-square table, you need to think in terms of how many outcomes you have to test. Each of these becomes a row. Now you also know the degrees of freedom for your test, which is the number of rows minus 1.

Step #3, finding the expected values, often means doing some probability calculations, using the Laws of AND and OR. 

Once you know the expected values, filling out the rest of the chi-square table is just a matter of arithmetic.

� EMBED PBrush  ���





� EMBED PBrush  ���





� EMBED PBrush  ���








[image: image14.png]


[image: image15.png]


_1291474108

